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RESUMO

O avanco exponencial da Inteligéncia Artificial (1A) tem provocado profundas
transformacgBes em diferentes esferas da vida contemporénea. Este artigo, de
natureza tedrica e exploratdria, busca analisar criticamente as implicacBes
éticas e educacionais decorrentes do uso e da disseminacdo de tecnologias
baseadas em IA. A pesquisa adota o método de revisao bibliografica com
base em autores contemporaneos das areas de filosofia da tecnologia, ética
aplicada e educacao digital. A IA tem sido utilizada amplamente em setores
como salde, seguranca, economia e ensino, o que levanta questdes sobre
privacidade, tomada de decisdo automatizada, responsabiliza¢do por danos
e reconfiguracao das relagcdes humanas. Ao refletir sobre os impactos sociais
dessas transformacdes, discute-se a necessidade de desenvolver diretrizes
éticas que orientem a construcdo de sistemas mais transparentes e
humanizados. Na perspectiva educacional, observa-se que a IA pode tanto
potencializar os processos de aprendizagem quanto ampliar desigualdades
se ndo houver politicas inclusivas de acesso e formagdo critica. As
contribuicdes de autores como Floridi, Harari, Lévy e Morin subsidiam uma
andlise critica sobre os rumos da sociedade algoritmizada. Conclui-se que a
ética aplicada a IA deve ser entendida como uma construcao interdisciplinar
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e continua, capaz de equilibrar inovacao tecnoldgica e responsabilidade
social. Além disso, destaca-se o papel estratégico da educacgédo na formagéo
de sujeitos conscientes e criticos diante das novas racionalidades digitais.

PALAVRAS-CHAVE: Inteligéncia artificial; ética aplicada; sociedade digital;
educacéo tecnoldgica; inovacao.

INTRODUCAO

A inteligéncia artificial (IA) configura-se como uma das tecnologias
mais disruptivas do século XXI, promovendo transformac@es profundas em
multiplos dominios da vida social, econdmica, politica e educacional.
Desenvolvida a partir de avancos na ciéncia da computacao, estatistica e
neurociéncia, a IA transcende seu carater técnico-operacional para ocupar
um papel decisivo na reconfiguracdo das relagdes humanas, na estruturacéo
dos mercados, na governanca das instituicdes e nas praticas educativas.
Trata-se, portanto, de um fenébmeno que, mais do que tecnoldgico, é social e
cultural, exigindo abordagens criticas e interdisciplinares para sua
compreensdao e regulacgéo.

O crescimento exponencial da IA nas Ultimas décadas se deve, em
grande medida, a convergéncia entre poder computacional, expansdo do
armazenamento de dados e desenvolvimento de algoritmos de aprendizagem
automatica. Esses sistemas passaram a ser incorporados a dispositivos e
plataformas que, de maneira progressiva, mediam interacdes cotidianas,
influenciam decisbes e orientam comportamentos. No entanto, 0 uso
intensivo de tecnologias algoritmicas tem gerado controvérsias em torno de
seus impactos éticos e sociais, particularmente no que tange a privacidade,
a transparéncia, a responsabilizacédo e a justica algoritmica (Floridi; Cowls,
2021; Jobin; lenca; Vayena, 2019).

No plano social, a difusdo de sistemas de IA coincide com o
fortalecimento do chamado capitalismo de vigilancia, como denomina Zuboff
(2020), no qual experiéncias humanas sdo capturadas, traduzidas em dados
e transformadas em produtos preditivos comercializaveis. Esse modelo imp&e
uma nova légica de poder, centrada na extracdo comportamental, no controle
automatizado e na manipulacéo algoritmica, com sérias implicacdes para a
democracia e os direitos fundamentais. O’Neil (2019) e Silva (2021) alertam
para os riscos de discriminacdo algoritmica e de aprofundamento das
desigualdades estruturais, uma vez que tais sistemas tendem a reproduzir
vieses histdricos ocultos sob a aparéncia de neutralidade técnica.

No campo educacional, a IA vem sendo implementada com a
promessa de aprimorar a personalizagdo da aprendizagem, otimizar a gestédo
pedagdgica e ampliar o acesso ao conhecimento. Plataformas adaptativas,
assistentes virtuais e sistemas de avaliagdo automatizada tém sido
apresentados como solug@es inovadoras para desafios antigos da educacéo.
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Entretanto, pesquisas recentes evidenciam que o uso da IA na educagéo
pode implicar riscos significativos, como a vigilancia escolar, a padronizacéo
dos processos formativos e a desumanizacdo da relacdo pedagdgica
(Selwyn; Jeston, 2022; D’andréa, 2022). Para além das promessas de
eficiéncia, é necessario discutir as finalidades educacionais que se deseja
alcancar com essas tecnologias e os valores que as orientam.

A UNESCO (2021), em suas diretrizes para formuladores de politicas
publicas, destaca que a ado¢éo da IA na educacédo deve estar orientada por
principios éticos que garantam a equidade, a inclusdo, a privacidade e a
promogado dos direitos humanos. O documento enfatiza que as decisbes
relacionadas ao uso da IA em ambientes educacionais ndo devem se limitar
a critérios técnicos ou econdémicos, mas precisam considerar as implicacdes
pedagdgicas, culturais e sociais desses sistemas. Da mesma forma, autores
como Morin (2023) defendem uma pedagogia que valorize a complexidade
da condi¢do humana e promova uma educacéo integral, na qual a tecnologia
seja ferramenta e néo fim.

Nesse cenario, torna-se imprescindivel problematizar o avanco da
inteligéncia artificial como fendmeno tecnolégico-politico que afeta
diretamente a estruturacdo da sociedade contemporanea. Compreender seus
impactos exige andlise critica dos sistemas de poder que os sustentam, dos
discursos que os legitimam e dos efeitos que produzem sobre a subjetividade,
o conhecimento e a democracia. O campo da ética aplicada a IA, embora em
expanséo, ainda carece de mecanismos efetivos de regulacao, fiscalizacéo e
participacdo cidada, especialmente em paises do Sul Global.

Considerando essas questfes, 0 presente artigo tem como objetivo
analisar, a partir de uma abordagem tedrica e critica, as implicacdes éticas,
sociais e educacionais da inteligéncia artificial na sociedade contemporanea.
A pesquisa estrutura-se em trés eixos principais: (i) os fundamentos éticos
contemporaneos da IA, com énfase na constru¢do de marcos normativos
globais; (ii) os desafios sociais impostos pela sociedade algoritmizada, com
destaque para a vigilancia, a manipulacdo de dados e as desigualdades
algoritmicas; e (iii) os riscos e possibilidades da IA na educacdo, com foco
nas préaticas pedagdgicas e nas politicas de incluséo e formacé&o critica.

Ao articular esses eixos, busca-se contribuir para o debate cientifico
sobre o papel da inteligéncia artificial na formacdo de futuros sociais mais
justos, democraticos e humanizados, a partir de uma perspectiva que
privilegia o pensamento ético e a responsabilidade coletiva sobre os rumos
do desenvolvimento tecnoldgico.

REFERENCIAL,TEC)RICO
Fundamentos Eticos Contemporaneos da Inteligéncia Artificial
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A expansao das tecnologias baseadas em inteligéncia artificial (I1A)
tem provocado discussfes profundas sobre os limites morais da automagéo
e a necessidade de estruturas éticas que orientem o desenvolvimento e a
aplicacdo dessas ferramentas em diversos contextos sociais. A natureza
adaptativa e autbnoma de certos sistemas de IA exige um reexame das
categorias tradicionais da ética, como responsabilidade, justica, liberdade e
dignidade, diante da crescente delegacdo de decisdes a algoritmos. Tais
preocupag¢fes ndo sdo meramente especulativas, mas respondem a desafios
concretos j4 observaveis em dareas como seguranca publica, saude,
educacéo, trabalho e justica.

A elaboracdo de marcos éticos contemporaneos para a |IA tem sido
objeto de intensa producéo tedrica e institucional. Um dos principais esforgcos
nesse sentido é o proposto por Floridi e Cowls (2021), que defendem um
enquadramento normativo unificado a partir de cinco principios
interdependentes: beneficéncia, ndo maleficéncia, autonomia, justica e
explicabilidade. Esses principios ndo se aplicam apenas ao design de
sistemas, mas também a governanca, operacao e avaliacdo continua de sua
atuacdo em sociedade. Como enfatizado pelos autores:

Esses cinco principios oferecem um arcaboucgo coerente
para guiar o desenvolvimento de IA confiavel. A
beneficéncia implica que a IA deve promover o bem-estar
humano e planetario; a ndo maleficéncia exige que ndo
cause danos; a autonomia pressupde respeito a
liberdade dos individuos; a justica refere-se a promogao
da equidade e a mitigacdo de preconceitos; e a
explicabilidade diz respeito a necessidade de
compreender como as decisdes algoritmicas sé&o
tomadas (FLORIDI; COWLS, 2021, p. 2, traducdo nossa).

Ao se considerar a complexidade dos sistemas de IA
contemporaneos, observa-se que esses principios, embora abstratos,
fornecem uma base sélida para o desenvolvimento de politicas publicas,
cédigos de conduta e diretrizes corporativas. No entanto, a implementacao
pratica desses valores enfrenta barreiras técnicas, juridicas e culturais que
nao podem ser ignoradas.

Russell (2020) argumenta que uma das principais ameacas
relacionadas a IA esta no chamado problema do controle, que diz respeito a
dificuldade de assegurar que os sistemas desenvolvidos permanecam
alinhados com os objetivos humanos. Ele destaca que, diferentemente de
outras tecnologias, a IA pode operar com graus variados de autonomia,
adaptando seu comportamento em funcéo de novos dados e contextos. Isso
torna a previsibilidade e a auditabilidade de suas decisdes um desafio de
primeira ordem. Segundo o autor:
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Aideia de que as maquinas podem desenvolver objetivos
proprios, ndo alinhados aos interesses humanos, nédo é
apenas uma distopia especulativa. Trata-se de uma
preocupacao concreta quando se consideram algoritmos
de aprendizado profundo que ajustam suas acoes a partir
de retroalimentacBes nem sempre compreensiveis por
seus criadores. A tarefa, portanto, ndo € apenas criar
sistemas eficientes, mas construir inteligéncias
compativeis com valores humanos (Russell, 2020, p. 15).

Neste sentido, a preocupacdo ética desloca-se do simples
cumprimento de normas para a necessidade de incorporar mecanismos de
governanga proativa, que antecipem riscos e possibilitem intervencdes
responsaveis. A literatura recente indica que a multiplicidade de diretrizes
éticas publicadas internacionalmente reflete um esforco global em construir
consensos minimos. Jobin, lenca e Vayena (2019), ao analisarem mais de 80
documentos internacionais sobre ética da IA, identificaram uma convergéncia
em torno de principios como transparéncia, responsabilidade, privacidade,
justica e seguranca. Entretanto, os autores também alertam para a lacuna
entre principios declarados e praticas efetivas:

Embora os principios éticos sejam quase universalmente
reconhecidos nos documentos analisados, sua
operacionalizagcdo ainda € incipiente. A maioria das
diretrizes carece de mecanismos concretos de
implementacdo, fiscalizagdo e avaliacdo de impacto.
Assim, o campo da ética da IA corre o risco de
permanecer no nivel das boas intengbes, sem
transformar  substancialmente os processos de
desenvolvimento tecnoldgico (Jobin; lenca; Vayena,
2019, p. 392).

A dificuldade de transpor diretrizes abstratas para a¢cdes normativas
efetivas revela a importancia de regulamenta¢des internacionais. A UNESCO
(2021), ao aprovar sua Recomendacao sobre a Etica da Inteligéncia Avrtificial,
propds um instrumento normativo robusto, baseado nos direitos humanos e
na dignidade individual. O documento defende o acesso equitativo aos
beneficios da IA, a protecéo de dados sensiveis, o direito & ndo discriminagao
algoritmica e a promog¢éo de ecossistemas digitais sustentaveis. A proposta
da UNESCO também enfatiza o papel da educacéo e da alfabetizacédo digital
como pilares para a constru¢do de uma sociedade que compreenda
criticamente os limites e possibilidades dessas tecnologias.

Complementarmente, a Comissdo Europeia publicou, em 2019, o
documento Ethics Guidelines for Trustworthy Al, que define sete exigéncias
para o desenvolvimento de IA confidvel: supervisdo humana, robustez
técnica, privacidade e governanca de dados, transparéncia, diversidade e ndo
discriminagdo, bem-estar social e ambiental, e responsabilidade. O enfoque

130 Editora Epitaya | Rio de Janeiro-RJ | ISBN 978-65-5132-015-6 | 2025



Tecendo as linhas do saber no século XXI

europeu destaca a centralidade dos direitos fundamentais e da democracia
como parémetros regulatérios essenciais. Tais diretrizes servem ndo apenas
como referéncia para paises-membros, mas como modelo global de boas
préticas.

No contexto brasileiro, também se observa um esforco crescente
para construir uma ética da IA que considere as particularidades
socioculturais e as desigualdades estruturais do pais. Pontes (2023), por
exemplo, defende que a ética da IA no Brasil deve ir além da importagdo de
modelos estrangeiros e dialogar com os desafios locais, como o0 racismo
estrutural, o acesso desigual a tecnologia e a baixa transparéncia em
decisBes publicas automatizadas. Para o autor, € necessario construir uma
ética da IA situada, plural e sensivel as dinamicas sociais brasileiras, que
reconheca o papel histoérico das tecnologias na reproducao de desigualdades
e proponha caminhos alternativos para sua reverséo (Pontes, 2023, p. 7).

Diante desse panorama, evidencia-se que a ética contemporanea da
inteligéncia artificial ndo pode ser reduzida a um conjunto de recomendag¢8es
técnicas. Trata-se de um campo em disputa, atravessado por interesses
politicos, econdmicos e culturais, no qual se definem os rumos da inovacéo
tecnoldgica e suas implicacOes para a dignidade humana. A incorporacao da
ética no ciclo de vida da IA — do design ao descarte — exige uma abordagem
interdisciplinar, dialégica e permanentemente atualizada, que envolva
engenheiros, filosofos, educadores, gestores publicos e a sociedade civil
organizada.

Por fim, convém destacar que, embora a formulacdo de principios
éticos seja um passo fundamental, o desafio maior reside em traduzi-los em
praticas verificaveis. Para isso, sd0 necessarios instrumentos de auditoria,
certificagcBes éticas, comités independentes de avaliacéo e politicas publicas
comprometidas com a transparéncia e a inclusdo. A construgdo de uma IA
ética, portanto, € um projeto coletivo, continuo e politico, que requer
vigilancia, compromisso e responsabilidade social.

SOCIEDADE ALGORITMICA E DESAFIOS CONTEMPORANEOS DA IA

A consolidacé@o da inteligéncia artificial como parte integrante das
infraestruturas digitais tem provocado profundas transformacdes no tecido
social. O conceito de sociedade algoritmizada tem sido utilizado para
descrever o modo como decisdes antes humanas estdo sendo delegadas a
sistemas automatizados, modificando dindmicas de poder, media¢des sociais
e estruturas de conhecimento. Esses sistemas operam com base em
algoritmos que processam dados massivos, classificam comportamentos,
preveem acdes e influenciam decisGes individuais e coletivas, sem que,
muitas vezes, 0s sujeitos tenham plena consciéncia de sua existéncia ou
funcionamento.

No cerne desse processo, emerge um novo regime de racionalidade
informacional, no qual a governanca das condutas sociais passa a ser
mediada por tecnologias opacas e autorreferenciais. Conforme Pellanda
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(2020), a sociedade algoritmizada caracteriza-se pela delegacdo de
julgamentos morais e decisbes normativas a sistemas automatizados de
filtragem e ranqueamento de dados. I1sso néo apenas transforma os modos
de interagdo social, como também desloca os eixos tradicionais de poder.
Nesse sentido, a centralidade dos dados, sua coleta massiva e seu uso
intensivo configuram o que Zuboff (2020) denominou como capitalismo de
vigilancia.

Zuboff (2020) argumenta que a logica de acumulacéo do capitalismo
contemporaneo se deslocou da produgdo material para a extracédo
comportamental. As grandes corporagfes tecnolégicas operam como
aparatos de captura de experiéncias humanas que, uma vez convertidas em
dados, sdo analisadas por algoritmos preditivos e monetizadas por meio da
antecipac¢do de comportamentos futuros. Como afirma a autora:

O capitalismo de vigilancia se baseia na reivindicacdo
unilateral de experiéncias humanas privadas como
matéria-prima  gratuita para tradugdo em dados
comportamentais. Esses dados sdo posteriormente
computados em produtos de previsdo e comercializados
em mercados de futuros comportamentais, onde
empresas negociam a certeza sobre as acgbes de
individuos, grupos e populacdes inteiras. Trata-se de
uma nova forma de poder que é extrativa, computacional
e profundamente antidemocratica (Zuboff, 2020, p. 27).

Nesse contexto, a inteligéncia artificial ocupa um papel estratégico ao
permitir que esse ciclo de captura, previsdo e controle seja executado com
efichcia crescente. Os sistemas de recomendacdo, as plataformas de
publicidade programética e os assistentes digitais operam com base em
modelos preditivos treinados para antecipar preferéncias, emocdes e
decisdes, muitas vezes sem transparéncia sobre os critérios utilizados.

Um dos efeitos mais preocupantes desse cenério € a reproducéo e
amplificagdo de desigualdades sociais ja existentes. O’Neil (2019) chama
atencdo para os chamados algoritmos de destruicdo em massa, sistemas
opacos que tomam decisdes com base em dados enviesados e que, longe
de serem neutros, reforcam estigmas, excluem minorias e penalizam os mais
vulneraveis. Tais algoritmos sdo utilizados, por exemplo, na avaliacdo de
crédito, na concessédo de beneficios, na vigilancia policial e até mesmo em
processos seletivos de emprego. A autora afirma:

Esses sistemas sdo frequentemente utilizados em
decisbes de alto impacto, como a admissé@o escolar ou a
definicdo de penas judiciais. Entretanto, séo baseados
em dados historicos que refletem preconceitos sociais e
desigualdades estruturais. Assim, longe de promoverem
justica ou eficiéncia, esses algoritmos acabam
reproduzindo e institucionalizando injusti¢as. E por serem
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opacos e complexos, escapam & critica publica e a
responsabilizagédo (O’neil, 2019, p. 88).

A invisibilidade dessas mediacBes técnicas contribui para o
esvaziamento do debate democratico e para a naturalizacdo de decisdes
automatizadas. Pellanda (2020) observa que, a0 mesmo tempo em que 0S
algoritmos se tornam onipresentes, eles também se tornam invisiveis,
operando em segundo plano e moldando comportamentos sem que 0S
individuos percebam sua acé@o. Essa invisibilidade algoritmica dificulta a
responsabilizacdo e impede que os afetados possam contestar ou
compreender os critérios que definem suas oportunidades sociais.

No Brasil, autores como Tarcizio Silva (2021) tém se debrucado
sobre os impactos raciais da inteligéncia artificial, alertando para a forma
como sistemas automatizados podem reproduzir praticas discriminatdrias sob
0 manto da neutralidade técnica. O autor utiliza o conceito de racismo
algoritmico para nomear os processos em que dados enviesados alimentam
modelos preditivos que discriminam populacfes negras e periféricas em
diferentes contextos. Ele argumenta que:

O racismo algoritmico ndo é um erro de programagao
isolado, mas sim a expresséo de um projeto tecnopolitico
mais amplo que incorpora os valores, hierarquias e
preconceitos da sociedade. A suposta objetividade
algoritmica apenas mascara estruturas histéricas de
dominagao, transformando-as em estatisticas e padroes
matematicos. E preciso desmistificar a neutralidade dos
sistemas e expor as consequéncias sociais de sua
aplicagéo cega (Silva, 2021, p. 42).

Esse debate revela que os desafios da |A ndo se restringem a técnica,
mas envolvem questfes politicas, juridicas e epistémicas. A governanca dos
sistemas inteligentes exige ndo apenas transparéncia e explicabilidade, mas
também mecanismos de participagdo social, regulagdo democréatica e
reparacdo de danos. Como destaca Rodrigues (2022), o uso de algoritmos
em contextos politicos pode comprometer os fundamentos da democracia, ao
favorecer praticas de manipulacdo informacional, microdirecionamento de
campanhas e desinformacéo em larga escala.

A personalizacdo extrema promovida por algoritmos de
recomendac¢do, como 0s empregados por plataformas digitais, tende a criar
bolhas informacionais, nas quais os individuos sdo expostos apenas a
conteddos que confirmam suas crencas prévias, dificultando o dialogo
democratico e polarizando a esfera publica. Além disso, a opacidade desses
sistemas impede a fiscalizacao sobre a origem e a légica de disseminacao de
conteudos. Assim, a IA ndo apenas transforma as formas de comunicacao,
como também interfere nos processos de formag&o da opinido publica.
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Nesse contexto, Laymert Garcia dos Santos (2020) propde a
politizacdo das tecnologias digitais, argumentando que sua naturalizacdo
enguanto instrumentos neutros e inevitaveis deve ser confrontada por uma
abordagem critica, que reconheca o papel da técnica na constituicdo das
relacdes sociais. Para o autor, o debate sobre a IA deve ultrapassar o campo
técnico e inserir-se no campo da cidadania e dos direitos humanos. Ele
sustenta que:

A politizagdo das novas tecnologias é urgente. Isso
significa interrogar seus pressupostos, suas finalidades,
seus efeitos e seus limites. Implica também questionar
guem as controla, a quem servem e quais interesses
materializam. N&o se trata de rejeitar a inovagéo, mas de
inseri-la no campo das escolhas coletivas e da
responsabilidade publica. E necessario um processo de
reaprendizagem politica que permita enfrentar as novas
formas de dominac&o inscritas na técnica (Santos, 2020,
p. 113).

Essa perspectiva critica aponta para a necessidade de articulacao
entre movimentos sociais, pesquisadores, legisladores e usuarios na
construcdo de marcos regulatérios que garantam os direitos fundamentais na
era digital. As propostas de regulacédo da IA devem contemplar critérios de
justica social, protecdo de dados, auditabilidade, ndo discriminacdo e
participacdo cidada. A auséncia desses elementos pode conduzir a uma
sociedade em que decisBes automatizadas escapem ao controle publico,
consolidando estruturas de opresséo tecnologica.

A emergéncia de uma governanca algoritmica — centrada na légica
dos dados, na eficiéncia automatizada e na concentracdo de poder
informacional — coloca em xeque principios fundamentais da modernidade
democréatica, como a transparéncia, a igualdade e o livre arbitrio. Nesse
sentido, o desafio contemporaneo ndo é apenas técnico ou normativo, mas
profundamente ético e politico. A IA, enquanto tecnologia sociotécnica, ndo é
neutra: carrega valores, reproduz estruturas e projeta futuros. Cabe a
sociedade decidir que futuro deseja construir com, e ndo sob, a inteligéncia
artificial.

Educacdo e Inteligéncia Artificial: Oportunidades e Riscos na Formacéo
Humana

A incorporacdo da inteligéncia artificial (IA) aos ambientes
educacionais representa um dos movimentos mais significativos do século
XXI no campo da inovacdo pedagdgica. Essa transi¢do tecnoldgica vem
suscitando debates amplos sobre seus efeitos nas praticas de ensino-
aprendizagem, na formacdo docente, na equidade de acesso ao
conhecimento e na prépria concep¢do de educacdo. Ao mesmo tempo em
gue oferece possibilidades promissoras para a personalizacdo da
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aprendizagem, a IA também imp6&e desafios éticos, politicos e pedagodgicos
gue ndo podem ser negligenciados.

As transformagbes promovidas pela IA na educagdo tém sido
observadas em muiltiplas dimensdes: desde o uso de algoritmos em
plataformas adaptativas de ensino até a gestdo automatizada de dados
escolares, passando por assistentes virtuais, tutores inteligentes, sistemas de
avaliacdo automatizada e monitoramento comportamental. Tais recursos vém
sendo difundidos em contextos escolares, universitarios e corporativos, com
promessas de melhoria na eficiéncia, personaliza¢éo do ensino e ampliagéo
do acesso ao conteudo. Contudo, a adesdo a essas tecnologias exige
reflexdo critica sobre seus impactos nos processos formativos, sobretudo
guanto a manutencdo do vinculo humano, da autonomia intelectual e da
justica educacional.

De acordo com Selwyn e Jeston (2022), a inteligéncia artificial
aplicada a educacao nédo se limita a questdes técnicas de desempenho, mas
toca diretamente nas concepcgfes de ensino, aprendizagem e papel do
professor. Os autores alertam que a adocdo irrefletida de tecnologias
baseadas em IA pode comprometer a dimensao relacional da pratica docente
e substituir o julgamento pedagégico por decisbes algoritmicas padronizadas.
Em uma das andlises mais provocativas da obra, argumentam:

A questdo nao é apenas se os robés podem ensinar, mas
se devem ensinar. Ao delegar tarefas pedagdgicas a
sistemas inteligentes, corre-se o risco de desvalorizar o
papel do educador enquanto agente de escuta, mediagédo
e cuidado. Embora algoritmos possam oferecer
recomendagfes baseadas em padrbes de dados, eles
ndo compreendem as complexidades emocionais e
contextuais da sala de aula. A educacéo € uma prética
social e moral, que exige sensibilidade humana, e ndo
apenas processamento computacional (Selwyn; Jeston,
2022, p. 119).

Nessa perspectiva, a |IA pode ser tanto uma aliada quanto uma
ameaca ao projeto humanista da educac¢do. A UNESCO (2021), ao publicar
seu guia para formuladores de politicas, reconhece que a |A pode melhorar a
gestdo educacional, oferecer solu¢des personalizadas e facilitar o acesso a
recursos de aprendizagem. No entanto, adverte que sua aplicacdo deve ser
conduzida sob principios éticos claros, priorizando a equidade, a incluséo e
os direitos humanos. O documento enfatiza a necessidade de formacéo
critica dos educadores e estudantes para que sejam capazes de
compreender, questionar e utilizar a IA de forma responséavel.

Entre os beneficios mais frequentemente destacados estd a
possibilidade de personalizacdo do ensino. Plataformas de aprendizagem
baseadas em IA sdo capazes de mapear o desempenho do estudante em
tempo real, identificar dificuldades e propor atividades direcionadas. Essa
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adaptabilidade tem sido considerada um avanco significativo frente a modelos
tradicionais de ensino, muitas vezes padronizados e insensiveis as
particularidades individuais. No entanto, conforme Marques e Ribeiro (2023),
esse modelo de personalizacéo algoritmica apresenta riscos de reducgédo da
autonomia do aprendiz e de homogeneizacéao de trajetoérias educacionais. Os
autores advertem que:

Embora o discurso da personalizagdo seja sedutor, é
preciso reconhecer que os sistemas de IA operam com
base em padrBes estatisticos e comportamentais que
podem ndo captar a singularidade do estudante. O que
se chama de personalizagéo pode, na pratica, significar
uma padronizacdo sofisticada, onde os percursos de
aprendizagem sao predefinidos por algoritmos, limitando
a criatividade, a espontaneidade e o pensamento
divergente (Marques; Ribeiro, 2023, p. 44).

Outro ponto sensivel diz respeito a vigilancia algoritmica nos
ambientes educacionais. Com a digitalizacdo do ensino, ampliou-se a coleta
de dados sobre estudantes, docentes e processos escolares. Informacdes
como frequéncia, tempo de acesso, desempenho em avaliacbes e até
expressdes faciais passaram a ser monitoradas por sistemas automatizados.
D’Andréa (2022) problematiza esse processo, apontando para o risco de
formacao de perfis comportamentais que podem ser utilizados para controle
e puni¢do, em vez de promoc¢do do desenvolvimento educacional. A autora
afirma que:

O uso de plataformas digitais e ambientes virtuais de
aprendizagem vem promovendo uma cultura de
vigilancia educativa, onde 0 estudante é
permanentemente monitorado e avaliado por critérios
algoritmicos. Essa pratica compromete a liberdade
pedagdgica, transforma o processo educativo em um
sistema de rastreamento de produtividade e ameaca o0s
direitos a privacidade e & autonomia intelectual
(D’andréa, 2022, p. 62).

Essas questdes se agravam em contextos de desigualdade
socioecondmica. O acesso a IA educacional, assim como sua apropriagao
critica, depende de infraestrutura tecnoldgica, conectividade, formacao
docente e politicas publicas inclusivas. Pereira (2023), ao analisar o uso da
IA na educacdo basica brasileira, demonstra que a introducdo dessas
tecnologias tende a reproduzir desigualdades preexistentes, beneficiando
escolas com maior capital tecnolégico e penalizando aquelas com recursos
limitados. O autor prop8e a constru¢do de uma literacia digital critica, que
capacite estudantes e professores a compreenderem as légicas algoritmicas
e a questionarem seus efeitos no cotidiano escolar.
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A critica a desumanizacéo da pratica pedagdgica também encontra
ressonancia na obra recente de Edgar Morin (2023), para quem a educacao
do futuro deve resgatar a complexidade da condicdo humana diante dos
desafios tecnolégicos. Morin propde uma pedagogia que valorize a ética, a
solidariedade e a consciéncia planetaria, contrapondo-se a modelos técnicos
reducionistas. O autor afirma:

A educacdo deve ser um processo que ensine a viver, e
ndo apenas a operar maquinas ou seguir instrugdes. A
inteligéncia artificial pode ser uma ferramenta Util, mas
jamais substitui a sensibilidade, a empatia, o dialogo e a
construcdo compartilhada de sentido. A formagéo
humana exige mais do que algoritmos: exige
humanidade. E essa humanidade se cultiva no encontro
entre pessoas, na incerteza das trocas e na abertura ao
imprevisivel (Morin, 2023, p. 87).

Diante desse cenario, impbe-se a necessidade de um marco
normativo e pedagdgico para orientar a integracdo da IA na educagao. Esse
marco deve considerar ndo apenas a eficacia tecnologica, mas também os
valores que se pretende promover. O uso da IA deve estar subordinado a
finalidades educativas emancipadoras, que reconhecam 0s sujeitos como
agentes de sua propria formacao, e ndo apenas como alvos de intervencdes
automatizadas. A promocdo da literacia algoritmica — entendida como a
capacidade de ler, interpretar e criticar os sistemas de IA — torna-se, assim,
uma competéncia fundamental para a cidadania contemporanea.

Ademais, torna-se imprescindivel que as politicas educacionais
garantam transparéncia nos contratos com empresas de tecnologia,
fiscalizacdo sobre o uso dos dados educacionais e participagdo ativa das
comunidades escolares nas decisfes sobre implementacdo de tecnologias.
A governanca democrética da IA na educacao requer espacos deliberativos,
com representacdo de professores, estudantes, gestores, pesquisadores e
movimentos sociais.

Portanto, ainda que a inteligéncia artificial represente uma promessa
de inovacdo pedagdgica, sua adogcdo demanda vigilancia epistemoldgica,
sensibilidade ética e compromisso com a justica educacional. A formacao
humana, em sua complexidade, ndo pode ser reduzida a métricas de
desempenho nem capturada integralmente por sistemas preditivos. O desafio
contemporaneo consiste em construir uma educacao gue integre a tecnologia
sem renunciar a humanizagédo dos processos formativos, ao pensamento
critico e & autonomia intelectual.

METODOLOGIA
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Este estudo adota uma abordagem qualitativa, de natureza tetrica e
exploratdria, fundamentada em reviséo bibliografica sistematizada. A escolha
metodoldgica justifica-se pela necessidade de compreender criticamente as
implicac@es éticas, sociais e educacionais da inteligéncia artificial (I1A) a partir
de uma perspectiva interdisciplinar. Busca-se identificar, organizar e analisar
producdes académicas, relatorios institucionais e obras de referéncia que
contribuam para o debate sobre o impacto da IA na sociedade
contemporanea, com énfase nos campos da ética aplicada, da filosofia da
tecnologia e da educacao critica.

A revisdo bibliogréfica foi realizada com base em critérios de
atualidade, relevancia académica e diversidade tedrica. Foram selecionadas
obras publicadas majoritariamente entre 2019 e 2023, abrangendo autores
de referéncia como Floridi (2021), Russell (2020), Zuboff (2020), Selwyn e
Jeston (2022), entre outros. Também foram incluidos documentos
institucionais de ampla repercussdo, como as Ethics Guidelines for
Trustworthy Al da Comissédo Europeia (2019) e a Recomendacdo sobre a
Etica da Inteligéncia Artificial da UNESCO (2021), dada sua importancia na
formulag@o de marcos normativos globais.

A estratégia de selecdo das fontes considerou publicacGes
disponiveis em bases reconhecidas como Scopus, Web of Science, SciELO
e Google Scholar. Priorizaram-se textos com abordagem critica, que
problematizam o uso da IA a partir de suas consequéncias sociais,
pedagdgicas e epistémicas. A categorizacao teméatica dos dados foi orientada
pelos seguintes eixos: (i) fundamentos éticos da IA; (ii) impactos sociais e
politicos dos algoritmos; e (iii) riscos e oportunidades da IA na educacao.

A analise seguiu principios da metodologia hermenéutica,
compreendendo o contelido das obras em sua totalidade, relacionando suas
contribuicdes com o contexto sociotécnico contemporaneo. De acordo com
Gil (2019), a pesquisa teorica tem como finalidade reunir conceitos e
explicacdes de diferentes autores sobre um fendmeno, buscando oferecer
uma visao integrada e critica a respeito do tema estudado (GIL, 2019, p. 44).
Assim, esta metodologia permitiu articular diversas perspectivas sobre a 1A
promovendo uma analise profunda e multidimensional do tema.

RESULTADOS E DISCUSSOES

A revisao bibliografica realizada revelou que a inteligéncia artificial
(IA), embora amplamente associada a inovacao tecnoldgica, carrega consigo
implicacBes éticas, sociais e pedagdgicas que exigem reflexdo critica. As
fontes analisadas convergem na percepg¢édo de que o avanco da IA ndo pode
ser compreendido apenas como um progresso técnico, mas como uma
transformacé@o estrutural nas formas de viver, ensinar, aprender e se
relacionar em sociedade.

No eixo da ética aplicada, observou-se um esforgo internacional em
estabelecer principios orientadores para o desenvolvimento responsavel da
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IA. Floridi e Cowls (2021) prop6em um arcabougo normativo com base na
beneficéncia, ndo maleficéncia, justica, autonomia e explicabilidade, o que
tem influenciado diretrizes como as Ethics Guidelines for Trustworthy Al (Eu
Commission, 2019). Tais principios, embora amplamente aceitos em
documentos institucionais, ainda enfrentam dificuldades de
operacionalizagdo em contextos concretos, especialmente em paises
marcados por desigualdades estruturais.

No que se refere a dimensédo social, as obras de Zuboff (2020) e
O’Neil (2019) alertam para o poder crescente das corporagdes tecnoldgicas
na coleta e uso de dados pessoais, configurando um cenario de vigilancia
automatizada e discriminagao algoritmica. Os dados indicam que 0s sistemas
de IA tendem a reproduzir e intensificar preconceitos sociais preexistentes,
afetando negativamente grupos historicamente marginalizados. Essa
problematica é aprofundada por autores brasileiros como Silva (2021), que
introduz o conceito de racismo algoritmico para evidenciar como tecnologias
aparentemente neutras podem sustentar légicas excludentes.

No campo educacional, os resultados demonstram que a IA vem
sendo incorporada tanto em ambientes escolares quanto em plataformas de
aprendizagem digital, com promessas de personalizacdo e eficiéncia
pedagdgica. Contudo, autores como Selwyn e Jeston (2022) e D’Andréa
(2022) alertam que essa incorporacdo pode levar a desumanizacdo dos
processos educativos, ao substituir o didlogo e a escuta pedagdgica por
decisdes automatizadas. Além disso, o uso intensivo de tecnologias de
rastreamento e avaliacdo continua levanta preocupacfes quanto a
privacidade dos estudantes e a construcdo de uma cultura escolar baseada
no controle.

De modo geral, os achados evidenciam que a inteligéncia atrtificial,
guando aplicada sem uma base ética solida e sem participacéo social efetiva,
tende a reforcar assimetrias de poder e comprometer valores democréaticos
fundamentais. A educacdo, nesse contexto, assume papel central ndo
apenas como espaco de apropriacdo tecnoldgica, mas como campo de
formacao critica e resisténcia a racionalidade algoritmica dominante. E nesse
sentido que Morin (2023) defende uma pedagogia que articule o uso das
tecnologias com o cultivo da empatia, da ética e da consciéncia planetaria.

CONCLUSAO

A presente investigacao tedrica, ancorada em uma revisao critica e
atualizada da literatura, permitiu refletir sobre as multiplas dimensoes éticas,
sociais e educacionais da inteligéncia artificial (IA), com vistas a compreender
seus efeitos sobre a formagdo humana e a organizacdo social na
contemporaneidade. Partindo de um olhar interdisciplinar, o estudo procurou
ir além dos discursos tecnocéntricos e explorar 0s riscos e as oportunidades
associadas a disseminacdo de tecnologias algoritmicas em distintos
contextos.
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Ao longo do trabalho, constatou-se que a IA n&o pode ser
compreendida apenas como uma inovagdo técnica neutra, mas como uma
forca estruturante que molda relaces, subjetividades e modos de viver.
Nesse sentido, a ética aplicada a IA emerge como um campo essencial para
a construgdo de parametros normativos e politicos que orientem seu
desenvolvimento de forma responsavel e humanizada. Os principios
propostos por Floridi e Cowls (2021) — como justica, beneficéncia, ndo
maleficéncia, autonomia e explicabilidade — oferecem um ponto de partida
valioso para esse debate, mas sua efetividade depende da capacidade de
articulacdo entre atores diversos, da transparéncia dos processos de
desenvolvimento tecnolégico e da criacdo de mecanismos de governanga
participativa.

No campo social, as contribuicdes de autores como Zuboff (2020),
O’Neil (2019) e Silva (2021) evidenciam que o uso indiscriminado da IA pode
ampliar desigualdades ja existentes, institucionalizar discriminacdes
invisiveis e reforcar dindmicas de controle e vigilancia. A consolidagéo de
uma sociedade algoritmizada, conforme discutido, traz implica¢des profundas
para a democracia, umavez que desloca o centro das decisdes para sistemas
automatizados, muitas vezes opacos e insusceptiveis a contestacéo publica.
A coleta massiva de dados, a personalizacdo de conteldo e a predicdo
comportamental, embora eficientes do ponto de vista comercial, desafiam os
fundamentos éticos da convivéncia social e do exercicio da cidadania.

No que se refere a educacdo, identificou-se uma dupla tendéncia: por
um lado, a IA representa uma possibilidade de inovacdo pedagdgica,
sobretudo no campo da personalizacdo da aprendizagem, da andlise de
desempenho e da ampliacdo do acesso a contetdos. Por outro lado, quando
aplicada sem criticidade, ela pode desumanizar as rela¢des escolares,
comprometer a autonomia docente e transformar o processo educativo em
um campo de monitoramento e produtividade. A literatura aponta ainda para
o risco de reproducéo das desigualdades sociais, uma vez que 0 acesso as
tecnologias de IA ndo € universal, e sua apropriacdo requer competéncias
especificas muitas vezes ausentes nas escolas publicas ou periféricas.

Diante disso, reafirma-se que a integracédo da IA & educacéo deve
estar fundamentada em principios éticos sélidos e orientada por finalidades
humanizadoras. Conforme Morin (2023), educar ndo € apenas transmitir
contelidos, mas cultivar a empatia, a solidariedade e o pensamento critico. A
IA pode e deve ser uma aliada nesse processo, desde que utilizada como
ferramenta pedagogica subordinada aos objetivos de formacéo integral e ndo
como substituto da mediacdo humana. A formacdo de professores e
estudantes para a leitura critica das tecnologias, aliada a politicas publicas
inclusivas, constitui um dos caminhos mais promissores para enfrentar os
desafios impostos pela inteligéncia artificial & educacéo.

Nesse contexto, a literacia algoritmica torna-se uma competéncia
essencial para o exercicio da cidadania no século XXI. Entendida como a
capacidade de compreender o funcionamento dos sistemas de I|A, seus
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limites, suas implicac¢des éticas e suas possiveis manipulacdes, essa literacia
deve ser incorporada aos curriculos escolares e aos programas de formacao
docente. Trata-se de uma estratégia indispensavel para o fortalecimento da
democracia e da autonomia intelectual dos sujeitos, especialmente diante do
crescente protagonismo das tecnologias na mediacéo das relagfes sociais e
educacionais.

A partir da andlise realizada, destaca-se ainda a necessidade de
regulamenta¢des que ndo apenas mitiguem os efeitos nocivos da IA, mas que
também promovam sua utilizagao ética, transparente e inclusiva. Iniciativas
como as diretrizes da Comissdo Europeia (2019) e a Recomendacdo da
UNESCO (2021) s@o importantes marcos institucionais, mas seu impacto
efetivo depende da incorporacédo aos marcos legais nacionais, da fiscalizagédo
de seu cumprimento e da participacdo ativa da sociedade civil na definicdo
de seus parametros.

Em termos de agenda de pesquisa, propde-se o aprofundamento de
estudos empiricos sobre os efeitos da IA em contextos educacionais
concretos, especialmente em escolas publicas, de zonas rurais ou periféricas.
Também se indica a necessidade de investigacdes interdisciplinares que
articulem os campos da filosofia, da ciéncia da computacéo, da sociologia e
da pedagogia, com vistas a construcdo de uma epistemologia critica da
tecnologia.

Por fim, conclui-se que o futuro da tecnologia e da educacéo néo esta
predeterminado pelos avancos da inteligéncia artificial, mas dependera das
escolhas politicas, éticas e pedagodgicas que se fizerem no presente. O
desafio contempordneo é encontrar um equilibrio entre inovacdo e
humanizacéo, eficiéncia e justica, dados e direitos. A IA pode ser uma forca
a servico do bem comum, desde que regulada por principios éticos e
orientada por uma visao de sociedade que valorize a dignidade, a pluralidade
e a emancipacao dos sujeitos.
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